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Solution of depth-averaged tidal currents in Persian Gulf
on unstructured overlapping finite volumes
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SUMMARY

Hydrodynamic simulation of tidal currents in Persian Gulf due to tidal fluctuations in Hurmoz strait and
inflow for Arvand River is presented in this paper and tidal constituents of M2 and K1 are attained.
The mathematical model utilized consists of depth-averaged equations of continuity and motion in two-
dimensional horizontal plane which considers hydrostatic pressure distribution. The effect of evaporation
is considered in the continuity equation and the effects of bed slope and friction, as well as the Coriolis
effects are considers in two equations of motion. The cell vertex finite volume method is applied for
converting the governing equations into discrete forms for unstructured overlapping control volumes. Using
unstructured triangular meshes provides great flexibility for modelling of complex geometries in the real
world flow domain. The accuracy of the developed flow solver is assessed using two test cases. Firstly,
the results of the hydrodynamic model for fluctuating flow on the variable bed slope are compared with
available analytical solution. Secondly, in order to simulate circulating flow patterns the numerical results
are compared with the reported data in the literature for deep flow in a canal with sudden expansion.
Finally, the performance of the computer model to simulate tidal flow in a geometrically complex domain
is examined by simulation of tidal currents in the Persian Gulf and computing tidal constituents. Copyright
q 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The computer simulation of complicated marine environment problems have become one of the
interesting areas of research by development of efficient and accurate numerical methods suitable
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for the complex flow domain. The control over properties and behaviour of fluid flow and relative
parameters are the advantages offered by computational fluid dynamics (CFD) which make it
suitable for the simulation of the applied engineering problems.

Water free surface treatment is one of the major difficulties in numerical solution of three-
dimensional water flow patterns. Some of the models apply a normalized coordinate (sigma
coordinate) system in the vertical direction to solve three-dimensional flow equations. Three-
dimensional flow solvers are computationally costly. The Princeton ocean model (POM) is one
of these models, which uses finite difference method for solving flow equations on multi-block
grids [1].

Multi-layer flow solvers may produce some information about vertical variations of horizontal
velocity components using normalized coordinate systems in vertical direction. But, they are based
on layered averaged hypotheses, and thus, their results are two-dimensional multi-layered and no
accurate prediction of vertical velocity component can be obtained in spite of their computational
cost [2].

Some numerical workers have tried to extract the vertical structure of the current solution
in the particular zones of interest where considerable depth variation of horizontal velocity
components exists [3, 4]. Such approximated three-dimensional results are achieved by solving
a one-dimensional hydrodynamic equation locally (using normalized coordinate system in vertical
direction) after computation of depth-averaged horizontal velocity components [5]. However, such
an algorithm does not produce perfect three-dimensional results over the entire solution domain.

Two-dimensional depth-averaged models are well established computationally efficient models
where the vertical component of the velocities are not significant in comparison with the horizontal
component, and therefore, the vertical profile of the current is not of major interest. However, for
the cases where high pressure gradient due to tidal elevations are balanced by the bottom stresses
or for the cases where extensive amount of mixing provides a well-mixed water column, using
two-dimensional depth-averaged model may be justified [6–9].

Some numerical workers have used finite element method, such as BELLAMY which applies
a depth-averaged, nonlinear, time-stepping finite element model [7, 10]. Some other models like
OTIS uses finite difference method for time stepping repeated solution of the linearized shallow
water equations, and the adjoint of this system [11].

Recently, somemodels were established for coastal ocean and estuary environment flow problems
on the basis of finite volumemethod. The finite volume community ocean model (FVCOM) employs
unstructured non-overlapping cell vertex triangular control volumes for the solution of shallow
water equations in the horizontal plane. This model uses finite differences for solving the equations
in the vertical direction, using a sigma-coordinate system [12].

On the other hand, several models for the hydrodynamic behaviour of the Persian Gulf are
reported in the literature. Some of the numerical models of the Persian Gulf have used two-
dimensional depth-averaged hydrodynamic equations in Cartesian coordinates system [5, 13–15].
In order to get more accurate results, in some modelling efforts the two-dimensional depth-averaged
equations are transformed into spherical coordinates system [16–19]. Most of these models use
finite difference method for solving the utilized hydrodynamic equations.

The main goal of the present work is to test numerical analyser for scientific and indus-
trial requirements (NASIR) hydrodynamic shallow water flow solver model for prediction of the
Persian Gulf currents on unstructured cell vertex overlapping finite volumes. In this flow solver in
order to improve the shortcomings of the computations on unstructured meshes, some efficiency
improvement techniques such as multi-stage time stepping, residual smoothing and edge-base
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algorithm are employed. Application of these techniques provokes major differences with previous
hydrodynamic models used for tidal flow predictions.

2. PERSIAN GULF CHARACTERISTICS

Vast areas of the Persian Gulf (with 1000 km length, 340 km maximum width and less than 0.1 km
maximum depth) is shallow and one-third of the region has more than 0.04 km depth. Hence, it
seems that such conditions match with most areas of the Persian Gulf region. Figure 1 shows the
general location of the gulf and marks major islands and locations which were mentioned in the
present study.

The necessary condition for using shallow water equations is described as h/ l< 1
20 , where h

presents water depth and l stands for wave length. The wave length equation is determined as
l = (gT 2/2�) tanh(2�h/ l) (where T is the period for tidal waves) considering maximum depth the
Persian Gulf (equals to 100m), the maximum tidal oscillations (3m) and astronomical tidal con-
stituents M2, S2, K1, O1 (which presents the minimum tidal period of S2 = 12 h); the calculated
wave length in Persian Gulf is about 45 km [20]. Therefore, the value h/ l is less than 0.0022 for
Persian Gulf which is far less than 1

20 , this fact justifies application of depth-averaged shallow
water equations for numerical modelling of Persian Gulf. Because of this shallowness of Persian
Gulf, several numerical workers have applied the set of shallow water equations for simulation of
tidal currents in Persian Gulf [21–23].

It worth noting that the Hurmoz strait is the major inflow boundary of Persian Gulf from which
annually 295 km3 of water enters the Persian Gulf domain due to considerable evaporations from
the water surface. However, the water surface fluctuations due to oceanic tides are the main factor
for forming flow patterns in the Persian Gulf region.

Figure 1. The Persian Gulf map (with geographical coordinates) in which the location of Hurmoz strait,
Arvand River, Bushehr, Ajman and Ras-Al-Khafij ports and major islands are marked.
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The tidal fluctuations for some specific points can be obtained from Admiralty tide table
predictions which are computed by harmonic analysis and adapted with regional conditions [24].
The Hurmoz strait (as the tidal boundary of the Persian Gulf) is one of these points. However,
lack of information about tidal fluctuations at other points motivates development and application
of hydrodynamic models.

3. HYDRODYNAMIC EQUATIONS

The depth-integrated continuity and momentum equations of free surface water flow are
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In the above equations, t is the time, x and y the horizontal Cartesian coordinates, h the
flow depth, u and v the depth-averaged flow velocities in x and y directions, Qz the rainfall–
evaporation volume per unit area of water surface, zs the water surface elevation (zs = h + zb),
and g the gravitational acceleration.

Bed friction global stresses in x and y, �bx = �wCfu|U | and �by = �wCfv|U |, directions are
calculated using Cf = gn2/h1/3 (n represents manning coefficient).

Coriolis forces due to earth rotation fcx = hv� sin� and fcy = −hu� sin� in which � is the
earth angular velocity and � the geographical latitude [25].

The depth-integrated horizontal turbulent stress is modelled using Txx , Txy, Tyx and Tyy :
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where � is the kinematics viscosity of water, �t the eddy viscosity due to turbulent, and � the
turbulent energy, which is dropped from the equations when zero-equation turbulence models are
used. Several turbulence models including depth-averaged parabolic eddy viscosity model [26], sub-
grid-scale trace-free model [27], sub-depth-scale mixing length one equation model for turbulent
energy [28], standard �–� two equations model for free surface flow [29] and the renormalization
group �–� two equations model can be used for computation of eddy viscosity parameter [23].

Well-known two-equation �–� turbulent model is reported to be a suitable turbulent model
for three-dimensional applications and its two-dimensional depth-averaged version is used by
several numerical workers. However, in spite of the excessive computational work load of �–�
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two-dimensional depth-averaged model, it does not produce much better results than zero-equation
models [23]. Perhaps, the assumptions of negligible variation in vertical direction for horizontal
velocities and no vertical velocity component in shallow flow models do not match the basis of �–�
turbulent models (production and dissipation of kinetic energy due to three-dimensional turbulent
eddies). On the other hand, the zero-equation models which globally consider the effects of bed
friction (via shear velocity) provide better evaluations for global dissipative effect of turbulence
effects which mainly originate from the bed roughness in shallow water flow modelling [30].

In the present work, the widely used depth-averaged parabolic turbulent model is applied, in
which the eddy viscosity parameter is computed by the algebraic formulation �t = 	hU∗. In this
formulation the bed friction velocity is defined asU∗ = [Cf(u2+v2)]0.5 and the empirical coefficient
	 is advised between 0.3 and 1.0. This turbulence model is known suitable for depth-averaged
equations and has been used in some similar applications [30, 31].

4. NUMERICAL FORMULATIONS

Considering the governing equations in form of an advection–diffusion type equation,W represents
the variables using h flow depth, hu and hv the horizontal components of velocity. Gc and Fc

are vectors of convective fluxes, while, Gd and Fd are vectors of diffusive fluxes of W in x and
y directions, respectively. The vector S contains the sources and sinks of the governing equations
covering all algebraic terms.

�W
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+
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The governing equations are discretized by the application of cell vertex (overlapping) scheme
of the finite volume method [32]. Considering proper techniques to convert diffusive fluxes into
discrete form and source term treatment, this method results in the following formulation:

Wt+�t
i =Wt
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c
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3
Sti (6)

where Wi represents conserved variables at the centre of control volume �i . F
c
and G

c
are the

mean values of convective fluxes on the control volume boundary sides. Sti is the source term which
covers volumetric evaporations and body forces. The diffusive fluxes Fd and Gd are computed
using a discrete formula of contour integral around the centre of the control volume boundary
sides (using an auxiliary control volume).

Note that, the unstructured overlapping control volumes �i are formed by gathering triangles
meeting a computational node (Figure 2). Using cell vertex control volumes, provides direct
computation of flow variables at nodal points. Unlike cell centre schemes, cell vertex scheme
solves flow variables directly at computational nodes and there is no need for reconstruction of
unknowns from the computed value at the cells centroid or calculating flow variables at auxiliary
points. Hence, by using overlapping cell vertex scheme, computational work load is saved with
no accuracy degradation.

In other words, by using overlapping schemes, the fluxes at control volumes boundaries can
be directly computed by means of variables at computational nodes, while the non-overlapping
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Figure 2. A cell vertex overlapping control volume formed by gathering triangular cells.

schemes requires the value of flow variables in some points within cells. Thereafter, computational
work load of overlapping schemes are less than non-overlapping schemes.

The residual term, R(Wi ) =∑Nsides
k=1 [(Fc

�y − G
c
�x) − (Fd�y − Gd�x)]tk , consists of

convective and diffusive parts. In smooth parts of the flow domain, where there is no strong gradient
of flow parameters, the convective part of the residual term dominates. Since, in the explicit compu-
tation of convection dominated flow there is no mechanism to damp out the numerical oscillations,
it is necessary to apply numerical techniques to overcome instabilities with minimum accuracy
degradation. In the present work, the artificial dissipation terms suitable for the unstructured meshes
are used to stabilize the numerical solution procedure. In order to damp unwanted numerical oscil-

lations, a fourth-order artificial dissipation term, D(Wi ) = �
∑Nedges

j=1 
i j (∇2Wj − ∇2Wi ), is added
to the above algebraic formula in which 
i j is a scaling factor and is computed using the maximum
value of the spectral radii of every edge connected to node i ( 1

256��� 3
256 ). Here, the Laplacian

operator at every node i , ∇2Wi =∑Nedges
j=1 (Wj − Wi ), is computed using the variables W at two

end nodes of edges (meeting node i). The revised formula, which preserves the accuracy of the
numerical solution, is given in the following relation:
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�i
{R(Wt

i ) − D(Wt
i )} + �t

3
Sti (7)

�t is the minimum time step of the domain proportional to the minimum mesh spacing and
maximum wave speed of the convective homogonous equations.

5. EFFICIENCY IMPROVEMENT

In order to improve computational efficiency of the developed model, some of the techniques
which were applied in the CFD models on unstructured meshes, are adopted in this work.

Copyright q 2007 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2007; 55:81–101
DOI: 10.1002/fld



DEPTH-AVERAGED TIDAL CURRENTS IN PERSIAN GULF 87

5.1. Multi-stage time stepping

The multi-stage time stepping increases the temporal accuracy of the overall scheme. Therefore,
using Runge–Kutta method is a common practice in numerical solution of time dependent problems
to provide stability of the explicit schemes and increase their time-wise accuracy [33]. In present
free surface flow model, a three-stage Runge–Kutta scheme (with coefficients 0.6, 0.6 and 1.0),
which damps high frequency errors, is used for stabilizing the explicit time stepping process.

5.2. Residual smoothing

Implicit smoothing the computed residual at each computational stage increases the stability of
the computations. The idea behind this scheme is to replace the residual at one point of the flow
field with a smoothed or weighted average of residuals at the neighbouring points. In the present
work, two iterations of the implicit residual smoothing technique are used [34].

5.3. Edge base algorithm

Using the unstructured meshes with irregular distribution of node numbering require direct ad-
dressing of the mesh data (including coordinate of nodes and element connectivity) which is saved
in a certain part of the computer memory. Hence, solution algorithms, which utilize unstructured
meshes, suffer from shortcoming in terms of computational efficiency due to the communication
between memory and central processing unit of the computer. This problem is more pronounced
if the computational process needs explicit iteration and fine mesh spacing (which requires small
values of computational steps).

On the other hand, each internal edge is shared between two neighbouring control volumes.
Therefore, in each computational loop, not only the coordinates of the two end points of internal
edges, but also the convective (and diffusive) fluxes are used twice for computations. Furthermore,
in this work, the computation of the fluxes and dissipative operators are performed using edges
connecting computational nodes.

Hence, edge-base data structure and algorithm are applied to improve the efficiency of com-
putations on unstructured meshes. Using this technique, the effects of convective and dissipative
fluxes at boundary edges between two control volumes are computed once, and then, it is added
to central nodes of the left and right control volumes. Similarly, the computations of artificial
dissipation operators are performed on each edge, and the results are accumulatively stored for
two end nodes of the edges (as control volume centre).

Note that edge-base data structure for the mesh information, in which the two end nodes as well
as the left and right nodes of each edge are defined, is the main requirement of this technique [35].

6. BOUNDARY CONDITIONS

Two types of boundary conditions are applied in this work.

6.1. Flow boundary conditions

Several types of flow boundary conditions are used in this work. For sub-critical channel flow
problem (with certain inflow and outflow boundaries like the test case of frictionless canal with
sudden expansion in the following sections), velocity components (or discharge) and water depth
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are imposed at upstream and downstream, respectively. In such a case all the remaining flow
parameters have to be extrapolated from inside the computational domain [36].

The tidal flow boundary condition (like outer boundary of the like the outer boundary of the
quadrant test case or Hurmoz strait of Persian Gulf application case in the following sections) can
be applied by imposing the water surface level fluctuations at tidal flow boundary (Figure 1). For
such a boundary, the velocity components are extrapolated from the computational domain (using
the value of computed velocity components at nodes close to the boundary). For the quadrant test
case a sinusoidal fluctuation is imposed at the tidal flow boundary.

For the river inflow boundary (like Arvand River at the north-west of Persian Gulf), the annual
average inflow velocity (or unit discharge q) can be imposed at that boundary. In such a case,
water surface elevation at river boundary has to be extrapolated from the computational domain.
In such a case, the value of computed depth at nodes close to the river boundary is used for the
extrapolation.

6.2. Wall boundary conditions

Free-slip velocity condition walls can be imposed where no flow passes through the vertical plane
of the flow domain. This is the condition for straight borders of the first test case. These boundaries
can be used to reduce the computational domain due to symmetric conditions in radial walls of
the first test case. At these boundaries the component of the normal velocities are set to zero.
Therefore, tangential computed velocities are kept using free slip condition at wall boundaries.

No-slip boundary conditions can be imposed at rough wall boundaries. The vertical walls of the
second test case are applications of this type of wall boundary conditions. At these boundaries all
velocity components are set to zero.

Neglecting the tidal flats along the coastal zones and island boundaries in the Persian Gulf
application case, free slip boundary condition can be assumed for the border line between the tidal
flats and the computational domain. However, small water depths in coastal zones of the Persian
Gulf may give rise to the global bed shear stresses and reduce the computed velocities in these
regions.

7. GEOMETRICAL MODELLING

The coastal boundary and the bed surface topography of the Persian Gulf is very irregular and
several islands of various sizes and shapes are spread over the region. A numerical model is not
able to simulate the real world flow pattern unless the geometrical characteristics of flow domain
(i.e. the irregularities of coasts and islands) are modelled precisely. Thus, the numerical flow
solver should handle the geometrical complexities of the bed and boundaries of the flow domain.
In order to overcome the problem, in the present work, attempt has made to solve the depth-
averaged hydrodynamic equations on unstructured finite volumes. Application of unstructured
mesh facilitates considering the effects of geometrical irregularities of coasts and islands.

The three-dimensional surface of flow bed is modelled in two stages. In the first stage, horizontal
geometry of the problem is modelled by definition of some boundary curves, and then, the flow
domain is discretized using unstructured mesh generated by Deluaney triangulation technique [37].
In the second stage, for converting the two-dimensional mesh (Figure 3(a)) into a three-dimensional
surface (Figure 3(b)), the bed elevation of the flow domain is digitized at a number of points along
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Figure 3. Discrete geometrical model for Persian Gulf: (a) two-dimensional plane mesh and
(b) three-dimensional surface (z = 0 is mean water surface level).

some contour lines. Then, the bed elevation is set for the every node of the mesh by interpolation
of the elevations of surrounding digitized points.

8. VERIFICATION TEST CASES

The major factors influencing tidal currents in Persian Gulf are tidal fluctuations in Hurmoz strait,
variable bed elevations and irregularities of coastal boundaries. Hence, in this section, firstly the
hydrodynamic model is examined for fluctuating (transient) flow on the variable bed elevation
and the numerical results are compared with available analytical solution. Secondly, the accuracy
of the model to simulate circulating deep flow in a canal with sudden expansion is assessed by
comparing numerical results with the reported experimental measurements.

8.1. Fluctuation in a quadrant with variable bed elavation

The test case of tidal fluctuations in a quadrant with a parabolic bed can be used to evaluate the
performance of the numerical model for solving two-dimensional flows on a bed with variable
elevation which originated from a tidal boundary condition [38].

The boundary conditions are considered as follows:

��

�r
= 0, r = r1

�(r2, 	, t) = Re[�0(	)ei�t ], r = r2

��

�	
= 0, 	 = 0, �/2

(8)
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Figure 4. Sinusoidal water elevation fluctuations imposed at quadrant flow boundary.

The parameters are defined as follows: 	 is the angle in polar coordinate, t the time, � the
water elevation above mean water level, �0 the tide amplitude and � the angular frequency of tidal
function. The analytical solution of � is given as [38]

�(r, t) =Re

⎧⎪⎪⎨
⎪⎪⎩

�0

cos

[
�

2
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, �2 = (�2 − i��)/gH0 (9)

Here, the parameters are as follows: g is the gravity, H0 the real and constant number (h = H0r−2)

and � the bed friction constant. However, in order to investigate the effects of the variable bed
elevation on tidal flow, the case in the present paper is considered with negligible bed friction.
Sinusoidal water elevation fluctuations are imposed at flow boundary (outer arc of the quadrant),
as plotted in Figure 4.

In this work, the geometry of the quadrant is formed by considering internal radius r1 = 60 960m,
external radius r2 = 152 400m and bed depth variation from water mean level h = 2.5× 1012/r−2.

In order to perform numerical simulations, the domain is discretized with triangular unstructured
mesh which contains 1083 nodes, and 1989 cells and then the bed elevations are implemented to
nodal points of the mesh (Figure 5). The flow patterns are computed, by imposing sinusoidal wave
with amplitude of 0.3048m and period of 12.4 h at outer arc (flow boundary).

The results of the model and the analytical solution are compared in Figure 6, for two certain
times. Error analysis shows that the average and maximum error in prediction of surface water
level are 0.24 and 2.1%, respectively, and for the computed velocity components the average and
maximum error are calculated 1.3 and 6.9%, respectively.

8.2. Recirculation in a frictionless canal expansion

The test case of a channel with a sudden expansion (in a side wall) is chosen for verification
of the numerical model for solving the circulations in deep flow due to the irregularities of wall
boundary. The negligible bed friction effect provokes suitable condition for the assessment of the
turbulent model effect on the accuracy of the results.
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Figure 5. Geometric details of quadrant flow field (three-dimensional bottom surface mesh).

Figure 6. Comparison between numerical results (water level and velocity) and analytical
solution for quadrant flow field.
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The channel width is 2m before and 3m after the expansion section. The inflow and outflow
boundaries are the left side right side of the canal. Before the expansion part of the canal the mean
velocity is 0.5m/s and the flow depth is 1m [39].

The domain is discretized with triangular unstructured mesh, which contains 1352 nodes and
2465 cells and local mesh refinement is imposed near the canal expansion (Figure 7). No-slip
boundary condition is imposed on the side walls. At upstream flow boundary of the canal x
direction velocity is imposed.

Considering bed friction number as S =Cfd/2h (where d stands for the width of the channel,
h for depth of water, g for gravitational acceleration, n for Manning’s coefficient and Cf is friction
factor), for S<0.05 the current can be assumed deep and the effect of bed friction is negligible [40].

For the laboratory flume of the case (made of Plexiglas with n = 0.0089, d = 3m and h = 1m)
S = 0.0011, and therefore, the current is deep and the bed friction effect is negligible.

As shown in Figure 8, streamline circulation is formed after expansion. The length of recircula-
tion region is approximately 4.1m which is very close to the experimental measurement of 3.95m
(which shows 3.8% error in computed results).

Table I shows the average and maximum error in computed velocity for three sections. The
errors are calculated using the ratio of difference between numerical and experimental results to
experimental data. As can be seen in Figure 9, the numerical results of steady-state velocity profiles
are in a close agreement with experimental data in the three cross sections.

The maximum value of the errors computed are from near the side walls of the Section 3.
This is due to the coarseness of the grid spacing at the regions where the boundary layer forms
due to implementation of non-slip boundary condition (zero velocity). Since, evaluation of the
computation for the flow with recirculation (due to irregularities of the wall boundaries) is the

Figure 7. The triangular mesh of side-wall expansion channel and position of the sections.

Figure 8. Stream lines and recirculation region downstream of the side-wall expansion.
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Table I. The amount of velocity error in each section in
the expansion canal.

Section 1 Section 2 Section 3

(x = 1m) (x = 4m) (x = 10m)

Average error (%) 3.7 4.8 7.2
Maximum error (%) 9.1 10.6 15.1
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Figure 9. Comparison between numerical velocities (lines) and experimental (symbols) data at three
sections; 1, 4 and 10m from the inflow boundary of the canal, respectively.

main goal of this test case; these regions are not of major interest to the present work. The
maximum value of the errors is decreased when the mesh size is reduced. Therefore, for the cases
in which accurate computation of flow velocities close to the rough boundaries is important, using
a fine mesh close to the no-slip wall boundaries or imposing wall function may help reducing the
error at the expense of excessive computational work load.

9. REAL WORLD APPLICATION

In the previous sections, quality of the computed depth and velocity components by the developed
finite volume flow-solver were assessed for geometrically simple tidal and circulating flow test
cases. In this section, the ability of the model to handle a geometrically complex application case
is presented by simulation of tidal currents in the Persian Gulf domain.

9.1. Modelling conditions

The discrete geometry of the Persian Gulf is modelled by generating a triangular unstructured
mesh between the boundary curves along the coast lines. This mesh contains 7288 nodes, 13 532
elements, and 20 828 edges (Figure 3(a) and (b)), is refined at flow boundaries and close to the
islands using point and line sources for mesh spacing.
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Figure 10. Water surface level fluctuations at Didamar island (Hurmoz
strait) imposed at tidal flow boundary.

Figure 11. Typical computed results in two arbitrary times (all dimensions in kilometres): (a) water
surface elevation (from mean sea level) and (b) stream traces.

In order to impose the tidal flow boundary condition at this strait, the required data for water
surface fluctuations in desired period of time was obtained from Admiralty tide tables. These data
were obtained from harmonic analysis; its constants are calibrated for the Didamar island, close
to Hurmuz strait, by British Admiralty [24].

Tidal fluctuations of water surface elevation at east flow boundary of the Persian Gulf, which
are evaluated using the predictions of tide tables at the Didamar island for a certain period of time,
are plotted in Figure 10.

Note that the large diurnal inequality in the tidal signals obtained from the Admiralty tide table
is mainly because of regional conditions which are considered in calibration of harmonic analysis
near Didamar island by the British Admiralty.
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Figure 12. Comparison of the computed water surface level with the results of the British Admiralty tide
table at Bushehr (Up), Ajman (Middle) and Ras-Al-Khafij (Down).

The Arvand river with average annual discharge of 136 km3 is the major river in the Persian
Gulf field. The monthly averaged inflow rate of the Arvand river (report on rainfall and surface
currents in Iran, 2003) is applied for calculation of nodal normal velocities as the river inflow
boundary condition. Note that the inflow from Arvand river is much less than the annual inflow
from the Hormuz strait (which forms due to the evaporation from the water surface), and therefore,
may have minor influences on the results of tidal flow modelling.
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Table II. Explanations and error analysis of water level alterations for each port.

Maximum Maximum
error in error in Maximum Maximum

time difference time difference error of error of
Average of the flow of the ebb the flow the ebb

Port name Port no. Position error (%) tides (%) tides (%) tides (%) tides (%)

Bushehr 4283
28◦54′N
50◦45′E 2.3 2.8 9.7 6.9 4.2

Ajman 4204
25◦25′N
55◦26′E 1.6 2.3 5.5 5.5 1.8

Ras-Al-Khafji 4260 D
28◦25′N
48◦31′E 2.2 8.1 1.3 5.8 5.1

In shallow coastal water bodies like an embayment, estuaries, lagoons and such, experiencing
tidal oscillations of the free surface, the extent of areas subjected to alternating wet and drying
(the so-called tidal flats) may be of the same order of magnitude as constantly submerged areas
[41]. However, in the present work, the average slope along 2650 km coastal is about 0.0011, and
therefore, the average volume of water that may be stored in the tidal flats due to average 2.5m
tidal oscillation of surface water is about 7.6 km3. On the other hand, considering the average
2.5m tidal oscillation and average area of 237 607 km2, the average volume of the changes in
water volume of the Persian Gulf due to tidal oscillations is about 594 km3. While the storage
potential of the tidal flats is less than 1.3% of the total volume of the flow domain variations,
it can be stated that ignoring tidal flats does not have considerable importance in the present
modelling.

Therefore, by ignoring tidal flats, free slip wall boundary condition is considered along the coast
lines and only the component of velocity vector normal to the coastal boundary edges are set to
zero and computed tangential velocities are kept intact.

Considering negligible wind velocity, the flow patterns in the Persian Gulf are formed due to
tidal fluctuations at east flow boundary, evaporations from the water surface, Coriolis effects, the
coasts and bed surface geometry and roughness. The flow patterns computed by the hydrodynamic
model of the Persian Gulf can be presented in terms of water surface elevations and stream traces
(Figure 11(a), (b)).

9.2. Modelling results

In this section, the present model (that its accuracy is assessed in previous section) is applied
for modelling tidal currents in the Persian Gulf. Since the authors have no access to the field
measurements of current velocities, the quality of the results is assessed only by comparing the
computed water surface elevation (thick line) with the calibrated harmonic analysis predictions
of the Admiralty tide table (thin line) at Bushehr (I.R.Iran), Ajman (United Arab Emirates) and
Ras-Al-Khafij (Kuwait) ports (Figure 12).

For this simulation, the tidal fluctuations at Didamar island, for the period of 12 days from
December 2003 (Figure 10), are imposed at Hurmoz strait. Still water is considered at the start of
the computations, and hence, after a few days warm up period, the results of the hydrodynamic
model are compared with the Admiralty tide table predictions. Therefore, the computed flow
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Figure 13. Comparison between co-tidal charts for the K1 harmonic constituent amplitude
counters (m) and phase counters (degrees): (a) British Admiralty reproduced by Danish Hydraulic

Institute [19] and (b) present model results.
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Figure 14. Comparison between co-tidal charts for the M2 harmonic constituent amplitude
counters (m) and phase counters (degrees): (a) British Admiralty reproduced by Danish Hydraulic

Institute [19] and (b) present model results.
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parameters during the second week of computations can be used for the assessment of the quality
of the results. During this period, the average and the maximum errors for the water elevations as
well as time difference for prediction of the ebb and flow of tide are tabulated for Bushehr, Ajman
and Ras-Al-Khafij Ports (Table II).

The source of errors might be incomplete geometry modelling (simplification on coastal and
bed irregularities as well as ignoring several small islands, particularly along the coastal zones),
the relatively coarse mesh spacing (about 5 km) which do not cover all the geometrical details,
ignoring the effect of tidal forces on water bodies inside the Persian Gulf, considering average
annual evaporations instead of actual evaporations for the desired period of time, ignoring wind
effect (particularly along the coastal zones near Bushehr, Ras-Al-Khafji and Al Jubayl ports) and the
most important one, variable roughness for a long distance (e.g. more than 700 km between Hurmoz
strait and Bushehr port, with very rough surface along the beach). Therefore, the present model
may produce more accurate results by considering more geometrical complexities and calibration
of field parameters (such as bed roughness and climatologically precise data for desired time).

9.3. Computing tidal constituents

This section presents the results of the present model in terms of the two most important tidal
constituents; K1 (lunisolar diurnal constituent) and M2 (principal lunar semidiurnal constituent).
M2 represents the relation of earth with respect to the moon, for a period of 12.42 h and K1
expresses the effect of the moon’s declination, for a period of 23.93 h [42]. The computed results
are compared with the values tabulated in Admiralty tide tables. In order to produce plots of the
present model results, fast Fourier transform (FFT) was utilized. The resulted co-tidal charts for
amplitude and phase counters are shown in Figures 13 and 14.

10. CONCLUSIONS

The numerical analyser for scientific and industrial requirements (NASIR) hydrodynamic model
solves the time dependent depth-averaged equations of continuity and motions considering over-
lapping finite volumes formed in a three-dimensional triangular surface mesh which preserves the
geometrical complexities of variable bed topography. The numerical results of fluctuating flow in
a quadrant variable bed elevations presents acceptable agreements with the analytical solution of
the velocity field as well as the water surface fluctuations. The numerical results of the developed
model for simulation of two-dimensional turbulent circulating flows in a channel expansion with
negligible bed friction effects demonstrate good agreements with reported experimental measure-
ments for two-dimensional circulations in deep waters. As a sample application of the developed
model to solve flow patterns in a geometrically complex domain, the tidal currents in Persian Gulf
are modelled, considering tidal fluctuations at flow boundary, inflow from a river, evaporations and
Coriolis effects, bed surface geometry and roughness. The results of the tidal current simulation
are assessed by comparison of the computed water level at three ports and the Co-tidal charts for
the K1 and M2 in Persian Gulf with British Admiralty tide table. The results of the NASIR shallow
water flow solver for the verification test cases present promising agreements, and computed flow
patterns for the Persian Gulf tidal currents encourages application of the developed flow solver for
more detailed simulations by considering more geometrical complexities and calibration of field
parameters.
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